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Abstract 

It is predicted that crops like watermelon will be decreased in coming years and price of this product in the 

market will increase. This highlights the necessity of measures to choose high-quality watermelons by the final 

consumer. Also according to the concept of virtual water, sorted and more desirable watermelons can be 

exported at higher prices in order to create more benefit. In general, the aim of this study is to provide a measure 

that is based on Charleston Gray watermelon morphological characteristics and evaluation of the classification 

ratio in unripe, ripped and overripe classes, by data mining algorithms. The results of the sensory evaluation 

showed that experts (human) were able to classify 52% of the samples correctly. The correct classification 

algorithm K Nearest Neighbor was significantly higher than the classification of LVQ Neural Networks and 

Discriminant Analysis but classification results of different distance metrics of this algorithm showed no 

significant difference using them. The highest correct classification with the amount of 67.3 percent belonged to 

Support Vector Machine algorithm with Gaussian kernel function. Although at first glance it may seem that, this 

amount is far from ideal but it should be noted that this amount is 15% higher than the classification made by 

humans. Incidentally, this classification was done based on morphological characteristics of samples which 

measuring them does not require sophisticated tools and methods. 
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Introduction 

Watermelon quality at the time of consumption 

depends on its ripeness. Recognizing the stage of 

harvesting to pick ripped fruits is very important 

because the competitive market demands high-

quality products which have equal or less price for 

similar products. Watermelons of a specific kitchen 

garden are usually harvested once or twice merely 

according to their weight. This can be due to lowering 

labor costs, increasing harvesting speed and other 

factors causes watermelons with varying degrees of 

ripeness available in the market. If it is possible to 

recognize watermelon ripeness stage or determine its 

harvest time, in addition to increasing consumer 

satisfaction, it can be possible to take advantage of the 

alterant industries alongside the fresh product sale. On 

the other hand, given that watermelon is a plant that 

needs plenty of water during its growth period and due 

to the incoming drought crisis, it's predicted that 

planting crops such as watermelon is projected to 

decline in the coming years and the price of this product 

will rise increasingly in the market. This highlights the 

necessities of existence criteria for selecting a high-

quality watermelon for the end consumer. 

 

There are several methods available to recognize 

ripped watermelon from unripe watermelon which 

shows different stages of growth. Some people use 

changing the color of ivy from green to brown near 

the stem connecting to fruit. Some recognize the 

amount of ripeness and harvest time from the fruit 

size, exterior properties such as the appearance of the 

skin and color, but it is very difficult to judge 

watermelon ripeness using these features. The most 

common method used traditionally by people to 

determine watermelon ripeness is tapping onto it and 

judging using the created sound. In addition to 

human factor error, this may be just a good way for 

people with a lot of experience and expertise (Stone et 

al., 1996). In most of these methods, recognizing 

ripped from unripe watermelon is very difficult and 

requires a lot of experience and expertise. In addition, 

there is no guarantee for the correct identification and 

it's likely that the person choice may be wrong and 

the choice may be left to chance. Another method is 

vibrational stimulation which in this way after 

impulsing the generated vibration is measured by 

accelerometer. This method also has limitations 

which the most important of them is its necessity of 

attaching accelerometer on watermelon surface. Also, 

the mass of accelerometer can cause errors 

(Muramatsu et al., 1997; Nourain et al., 2004). 

 

In addition, by impacting the excitation energy 

focuses on a small band of frequency and time this 

causes limitations in the precise determination of the 

parameters (Taniwaki et al., 2009). Studies have also 

been conducted to assess the quality and 

classification of watermelon. Diezma et al., (2004) 

Studied internal quality in a seedless watermelon by 

acoustic impulse response and spectral parameters 

and find a significant correlation between maximum 

frequency and watermelon ripeness. In this research, 

frequency domain features were used for this 

purpose. Abbaszadeh et al. (2011) have applied Laser 

Doppler Vibrometry technology (LDV) to evaluate the 

ripeness of watermelons. The sugar and firmness of 

the samples were measured as ripeness indices. The 

coefficients of determination and the mean square 

error for the estimation of the fruit sugar were 0.9 

and 0.79 respectively. For the estimation of the fruit 

firmness, they were 0.89 and 0.035. In another study, 

they (Abbaszadeh et al., 2012) predicted the customer 

satisfaction of watermelon on the basis of data 

obtained from sensory evaluation using a fuzzy logic 

model. In this study, 43 watermelons of the Crimson 

Sweet variety were subjected to sensory evaluation. 

Samples classified in ranges of ripeness based on 

common quality indices such as sweetness, flavor, 

color and texture and also customer satisfaction. The 

results showed high accuracy of the fuzzy model in 

implementation a model which correlate qualitative 

features and customer satisfaction. 

 

Morphological features are widely used in automated 

grading, sorting and detection of objects in the 

industry. Shape features are physical dimensional 

measures that characterize the appearance of an 

object. Area, perimeter, major and minor axes 

lengths, as well as the aspect ratio are some of the 
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most commonly measured morphological features. 

Many studies have been conducted on the wide range of 

agricultural products to achieve classification objectives 

using morphological features. Fruits like apple (Currie et 

al. 2000; Xiaobo et al. 2008), citrus (Ding et al. 2000; 

Blasco et al. 2009) and watermelon (Sadrnia et al., 

2007; Koc 2007) Vegetables like Eggplant (Nunome et 

al., 2001), Pepper (Zygier et al. 2005), Bell pepper 

(Ngouajio et al. 2003), Tomato (Morimoto et al. 2000; 

Brewer et al., 2007; Xiao et al., 2008), Nuts like 

Pistachio (Ghazanfari et al., 1997), Hazelnut (Menesatti 

et al. 2008), Almond (Antonucci et al., 2011), Various 

Cereals (Choudhary et al. 2008), Rice (Yadav and Jindal 

2001; Rabiei et al., 2004; Zheng et al., 2007) are 

subjects of the studies that morphological characteristics 

have been used for classification applications using 

various techniques. 

 

Most studies that relate to the classification of 

agricultural products are considered as an application 

of supervised learning in data mining techniques. 

Supervised learning is essentially a synonym for 

classification. Classification is the process of finding a 

model in which classes are detected and concepts are 

described. These models are based on the analysis of 

a training data set and it's used to predict the class of 

instances whose class is unknown. This model may 

take different forms, such as Decision Trees, Neural 

Networks, Bayesian classifiers, Support Vector 

Machines, K Nearest Neighbor and mathematical 

formulas (Han, 2011). 

 

In general, the aim of this study was to provide the 

criteria which based on the morphological 

characteristics of the Charleston Gray watermelon 

through evaluating classification rate of different data 

mining algorithms in unripe, ripped and over ripped 

classes. Morphological characteristics are criteria for 

non-destructive assessments and there is no need for 

complex technology to measure them. 

 

Materials and methods 

Sample preparation 

Training a classifier model is conducted by providing 

the appropriate samples and after that, the model 

becomes ready to respond to the examples that did 

not participate in the training process and the model 

will face them in the future. Samples must be 

provided in a way that can describe perfectly the 

category which they are categorized. In this regard, in 

three stages, a total of about 2500kg of Charleston 

Gray watermelon was prepared from kitchen garden 

located in Parsabad city of Ardabil province.  

 

In the first stage, which was coincided with the 

beginning of the harvest season, mature watermelons 

were selected with farmhand help. In fact, it can be 

said this category includes quite premature 

watermelons which were few days left to ripen but 

they have the appropriate size and weight. From 

consumer's perspective, these watermelons in terms 

of texture, color, and taste are considered unripe. It is 

clear that choosing watermelons of this category is 

very difficult even for the farmer who has a lot of 

experience and skill in this work in this stage picking 

watermelon is done often based on criteria such as 

shape, size, weight and most importantly elapsed days 

from the planting. 

 

Two weeks after the first stage, the harvest of 

watermelons that was completely ripped from farmer's 

point of view started at intervals of two days in three 

steps. At this stage in the samples selection, many efforts 

were made to make no significant difference in samples 

size with first stage watermelons. 

 

The third category is related to over ripped 

watermelons. Watermelon usually become over 

ripped when it left over in the kitchen garden for 

various reasons. At this time, the area of the stem that 

is attached to the fruit is gradually become dried and 

the connection between watermelon and soil is 

interrupted. After that, the food that is needed for 

plant survival supplied from the plant itself instead of 

soil. The occurrence of such situation along 

physiological changes makes sugar converts into 

starch which leads to spongy texture and finally 

fermentation that is by no means desirable to the 

consumer. In order to prepare the over ripped 

samples in the third stage, the farmer was asked to 
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choose such watermelons based on the time component 

as well as the criteria he has gained with his personal 

experience. Also, numbers of second stage samples were 

kept in the laboratory at the room temperature for 15, 30 

and 45 days at separate time intervals to ensure that 

after the end of the harvest season there will be some 

samples available for training model. A portion of these 

samples is shown in Fig. 1. 

 

 

Fig. 1. Stored samples to provide over ripped class 

members. 

Morphological measured parameters 

Considering the oval shape of Charleston Gray 

variety, parameters such as perimeter in the thickest 

part, the maximum length of samples and their 

weight were measured. The ratios of the perimeter to 

length, weight to perimeter and weight to length were 

obtained from the above measurements and used in 

models formation. Table 1 presents the statistical 

characteristics of the above parameters. 

 
Sensory evaluation for formation the categories 

Because of a large number of quality parameters of 

food that is felt in the mouth and considering that 

chewing is a destructive process, performing 

destructive tests seems a logical way to evaluate food 

quality (Bourne, 2002). For this purpose, many panel 

tests formed to sensory evaluation and to identify the 

label of samples class. In this way, each panel was 

composed of five members and from the general 

public and its members changed in each test so that 

people do not find a subjective background to the type 

and category of watermelons. Before and after cutting 

watermelons, comments were recorded. 

 

Table 1. Statistical characteristics of measured parameters. 

 Length (cm) Perimeter (cm) Weight (kg) 
Weight

Perimeter
 

Weight

Length
 

Perimeter

Length
 

Maximum 60 68 11.3 0.17121 0.2132 0.7647 

Minimum 30 40 3.05 0.06489 0.0847 0.7119 

Average 40.41 52.9 5.47 0.102 0.1337 0.3218 

 

Comments before cutting watermelon used to 

compare the accuracy of classification algorithms 

with the accuracy of human categorization and 

comments that were recorded after cutting 

watermelon used to determine the class of each 

sample. At the end of the sensory evaluation, the 

number of samples in each class was determined. 

Accordingly, 98, 119 and 83 samples were placed in 

unripe, ripped and over ripped classes respectively. 

Fig. 2 shows one of the test panels have been formed. 

 

Method of scoring 

In this study, the method of scoring in the panel tests 

is slightly different. The assignment of scores is such 

that, before cutting watermelons, people were allowed 

to use their knowledge and experience to estimate the 

amount of watermelon ripeness. Score 3 was assigned 

to fully ripped watermelon. Score five was assigned to 

fermented watermelons and score 1 was assigned to 

fully unripe watermelons. Score 2 and 4 had also 

interstitial state. After cutting watermelons, the 

scores were assigned based on criteria such as color, 

texture, sweets, flavor, and aroma. Table 2 shows 

scores assignment for 5 sample watermelons. 

 

Triple Classes Formation 

To put samples in separate classes, there should be a 

kind of discrepancy based on the assigned scores. 
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In the present study, the mean of the scores was used 

as a criterion for discretization in order to form classes. 

So that if this value is within the range of [1, 2.5] then 

the sample is placed in the unripe class and if this value 

is within range of [2.6, 3.4] the sample is placed in the 

ripped class. The value of this quantity in the range of 

[3.5, 5] is a reflection of an over ripped watermelon. 

This discrepancy, however, creates crisp and fragile 

boundaries which may face border samples with 

serious challenge but to categorize the samples in the 

three classes we have to do similar works. 

 

Fig. 2. Panel test formation and sensory evaluation. 

 

Table 2. scores assignment and classification for 5 sample watermelons. 

Expert comments after cutting Expert comments before cutting  

Class Average Scores Class Average Scores No. 

unripe 2 2 2 2 2 2 ripped 3.4 2 3 4 3 5 1 

unripe 2 2 2 2 2 2 ripped 3.2 4 3 3 3 3 10 

ripped 3 3 3 3 3 3 over ripped 3.6 3 3 4 3 5 20 

over ripped 4.6 5 4 4 5 5 unripe 1.8 2 2 2 2 1 30 

unripe 2.2 2 3 2 2 2 over ripped 3.6 2 3 4 4 5 40 

 

Comparison of classification algorithms 

Evaluation criterion in this study is the classification 

which is obtained from scores that people have been 

assigned to the quality indices of samples after cutting 

watermelons. The results of classification studies can 

be summarized in the form of confusion Matrix. In 

the present study, the overall performance of each 

classification algorithms was evaluated based on this 

matrix and its algorithm correct classification. In an 

ideal classifier, most of the samples placed on the 

main diagonal of the confusion matrix and it is 

desirable that the rest of the elements except the main 

diagonal of this matrix have zero or near zero values. 

 

Classification using discriminant analysis 

This method is similar to Multiple Regression with 

this difference that in Multiple Regressions, the 

dependent variable is always a quantitative variable 

with normal distribution while in this analysis, the 

dependent variable does not only have any normal 

distribution but is a qualitative variable with finite 

levels. This method is for combining the x1, x2,..., xn 

variables to obtain the new variable y. The purpose of 

the Discriminant Analysis is to find a linear function 

such as Equation 1 

Y=ß+ß1x1+ß2x2+…+ßnxn  1 

So that the probability of Equation 2 becomes 

maximum.  

P(Y=y|(X1,X2 … Xn)=(x1,x2 … xn))  2 

 

In the case where the dependent variable contains k level 

(class), the aim is to attribute new observations (x1, x2,..., 

xn) to one of the k-groups based on y (discriminant 

function). In this study, the stepwise discriminant analysis 

was performed using SPSS 16 software. 

 

Classification using LVQ Neural Network 

Different types of neural networks can be used to 

pattern recognize applications and samples 

classification. The present study uses LVQ networks. 

This particular kind of neural network is the 

generalization of SOM (Self-Organizing Maps) idea to 

solve supervised learning problems.  

 

The first layer of these networks is a competitive layer 

and their output layer is a linear layer. The main 

application of this kind of neural network is to solve 

the classification problems that cover a wide range of 

applications of intelligent systems. 
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To design these types of neural networks, several 

algorithms have so far been suggested that the LVQ1 and 

LVQ2 algorithms are the most popular types of these 

algorithms for training this type of neural network. 

These algorithms were implemented in Matlab 2015b 

software and used for samples classification.  

 

Classification Using K Nearest Neighbor 

The KNN classifiers do their work based on similarity. 

This is done by comparing a given test tuple with 

training tuples that are similar to it. When this 

algorithm faces an unknown tuple, a k-nearest-

neighbor classifier searches the pattern space for the 

k training tuples that are closest to the unknown 

tuple. These k training tuples are the k “nearest 

neighbors” of the unknown tuple. As in the present 

study, a good value for k can be determined 

experimentally. Starting with k = 1, we use a test set 

to estimate the error rate of the classifier. This 

process can be repeated each time by incrementing k 

to allow for one more neighbor. The k value that gives 

the minimum error rate may be selected. The KNN 

classifiers use distanced based metrics to classify 

samples. This algorithm, along with the Euclidean, 

Manhattan, Cosine and Chebyshev distances 

implemented in Matlab 2015b software, was used to 

classify the samples. 

 

Classification Using Support Vector Machine 

This algorithm is a method used to classify both linear 

and nonlinear data. Briefly, SVM uses a nonlinear 

mapping to transform the original training data into a 

higher dimension. Within this new dimension, it 

searches for the linear optimal separating hyperplane. 

With an appropriate nonlinear mapping to a 

sufficiently high dimension, data from two classes can 

always be separated by a hyperplane. The SVM finds 

this hyperplane using support vectors (essential 

training tuples) and margins (defined by the support 

vectors). Because SVM algorithms are capable of 

modeling complicated nonlinear decision boundaries, 

even the fastest ones can have low speeds during 

training, but they generally have high accuracy. 

Unlike back propagation neural networks that reach 

many local optimizations, SVM training always finds 

a global solution. In this study, SVM algorithm with 

Linear, Quadratic, Cubic and Gaussian kernel 

functions implemented in Matlab 2015b software was 

used for classifying samples. 

 

Comprehensiveness and generality of the models 

Models built only on the basis of training data, 

generally have high correlation coefficients and high 

classification rate, due to their overfitting but these 

coefficients are valid only for test data. When using 

validation techniques, the correlation coefficients of 

the model, as well as the rate of the correct 

classification, is reduced, however, the 

comprehensiveness of the model is enhancing and 

during faces with samples that did not participate in 

the training process, it responds much better. This 

makes the proposed model valid. In this study, k-fold 

cross-validation was used for models validation and 

the value of the parameter k is considered 10 for 

cross-validation. In general, k-fold cross-validation 

method due to low variance is recommended for 

accuracy estimation of a classification model. 

 

Results and discussion 

Classification by Panel Test 

Table 3 shows the confusion matrix resulting from 

experts classification. As can be seen, 45 samples of 98 

samples are categorized correctly in their own class but 

51 of these 98 samples which belong to the unripe class 

are mistakenly categorized by experts in the ripped class. 

Also, only two samples of the unripped class are 

classified incorrectly in the over ripped class. 

 

Table 3. Panel test confusion matrix. 

Over ripped Ripped Unripe  
2 51 45 

Unripe 
2.04 % 50.04 % 45.92 % 

11 84 24 
Ripped 

9.24 % 70.58 % 20.18 % 

27 35 21 
Over ripped 

32.53 % 42.17 % 25.30 % 

 

In the ripped class, 84 samples of 119 samples are 

categorized correctly in their own class but 24 

samples in unripe class and 11 samples in over ripped 

class were classified incorrectly. The sum of elements 

on the main diagonal of confusion matrix divided by 
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the total number of samples represents the correct 

classification of each classifier. In this study, this 

amount was 52% for panel test classification. The 

results of this matrix indicate that the most common 

mistakes were made by people in the unripe class and 

52.04% of this class samples are classified incorrectly 

in the ripped category. Looking at the third row of 

this matrix it is also seen that only 32.53% of the over 

ripped samples are correctly classified and rest of 

samples in this class categorized incorrectly. With a 

general look at this matrix, it can be seen 170 samples 

of all samples (56.66%) are classified in the ripped 

class by experts. In other words, it can be concluded 

that classification Interference in ripped class is more 

than the other classes and experts have categorized 

most of the samples in this class. 

 

Classification Using Discriminant Analysis 

Table 4. shows the mean comparison of 

morphological variables. 

 

Table 4. Comparison means of morphological variables used in Discriminant analysis. 

Sig. df2 df1 F Wilks's lambda Variables 

0.000 297 2 37.354 0.799 Length 

0.000 297 2 51.749 0.742 Perimeter 

0.000 297 2 68.295 0.685 Weight 

0.000 297 2 67.339 0.688 Weight/Perimeter 

0.000 297 2 69.309 0.682 Weight/Length 

0.346 297 2 1.066 0.933 Perimeter/Length 

 

As can be seen, for 5 variables, a significant level of 

0.000 is obtained which indicates the difference in 

the mean of these variables in the triple groups. In 

table 5 it can be observed how variables enter into 

the equation according to Wilks's lambda in the 

stepwise method. 

 
Table 5. Entering variables into the discrimination 

equation during different steps. 

Step Variables Wilks's lambda 
First Weight/Length  
 
Secon
d 

Weight/Length 0.799 

Length 0.682 

 
Third 

Weight/Length 0.683 

Length 0.672 

Weight 0.649 
 

According to Table 5 in the first step, only the variable 

ratios of weight to length, in the second step the 

variable length, and in the third step, the variable 

weight are entered into the equation and no variables 

have been removed after entering into the equation. 

Also, the values of Wilks's lambda, which are always 

between zero and one, are presented. Confusion 

matrix which is provided using Discriminant Analysis 

classification is presented in Table 6. Overly 57/6% of 

the samples were classified correctly.  

 

Table 6.  Discriminant Analysis confusion matrix. 

Over ripped Ripped Unripe  

5 22 71 
Unripe 

5.2 % 22.4 % 72.4 % 

39 62 18 
Ripped 

32.8 % 52.1 % 15.1 % 

40 36 7 
Over ripped 

48.2 % 43.4 % 8.4 % 

 

By comparing Table 6 and Table 3, it can be seen 

discriminant analysis has done a better classification 

for the unripe class in the event that panel experts 

have been a better classification for ripped class. 

 
Classification using LVQ Neural Network 

LVQ Neural Networks unlike multi-layer perceptron 

neural networks with backpropagation approach 

result the same exact answer each time they pass the 

training procedure for a specific number of neurons 

in the hidden layer and that's why they are more 

reliable in classification project but they usually have 

less capability in classification. In this study, the 

correct classification for hidden layer neurons greater 

than 6 began to decrease. That is why this number 
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was chosen for the number of hidden layer neurons 

which resulted 57% of the correct classification. 

 

Classification Using K Nearest Neighbor 

In this algorithm, the correct classification for the 

Euclidean, Cosine, Manhattan, and Chebyshev distances 

was 63, 61.7, 64.3 and 64 percent, respectively and its 

accuracy was more than Discriminant Analysis and LVQ 

Neural Network accuracy. 

 

Classification Using Support Vector Machine 

The results of the classification using SVM algorithm 

with Linear, Quadratic, Cubic, and Gaussian kernel 

functions were 56, 58.3, 64.7, 67.3 percent, 

respectively. Table 7 shows the confusion matrix of 

the SVM algorithm with Gaussian kernel function.  

 

Table 7.  SVM confusion matrix. 

Over ripped Ripped Unripe  

6 23 69 
Unripe 

6.13 % 23.47 % 70.4 % 

16 91 12 
Ripped 

13.43 % 76.47 % 10.1 % 

42 35 6 
Over ripped 

50.63 % 42.17 % 7.2 % 

 

It was observed that with the complexity of the kernel 

function, the correct classification rate improved 

which shows the complexity of the relationship 

between the studied six morphological parameters 

and the amount of watermelon ripeness. 

 

Finally based on this study, the sensory evaluation 

results showed that the experts were able to classify 

52% of the samples correctly. The correct 

classification of the LVQ Neural Network and 

Discriminant Analysis did not differ significantly 

from expert's classification. The correct classification 

of the K Nearest Neighbor algorithm was considerably 

greater than the correct classification of the LVQ 

Neural Network and Discriminant Analysis but the 

results of the classification by different distance 

metrics for this algorithm did not show a significant 

difference in their use. Among the distance metrics 

used by this algorithm, the Manhattan distance, 

which is easier to calculate and suitable for 

implementation on small and portable hardware, has 

the highest correct classification rate. Discriminant 

Analysis can be used quickly and easily in early 

evaluations and classifications estimation. Also, the 

attributes which are more effective on classification that 

this method identifies among all features are very useful 

in data analysis and this method can be used as a feature 

selection or data reducing method. Other algorithms 

used in this study do not have this possibility. 

 

Conclusion 

The highest level of classification with 67.3% was 

related to the SVM algorithm with Gaussian kernel 

function. Although at first glance it may seem that 

this amount is far from ideal, hower it should be 

noted that this is 15% higher than the classification 

made by a human. In addition, the classification is 

based on the morphological characteristics of the 

samples, which does not require complex tools and 

sophisticated methods. It should be noted that the 

correct classification for this method without using k-

fold cross validation was obtained of 97.3%. Which 

indicates that models which are based only on 

training data, despite providing a high and 

discrimination rate, are not valid for future data. 
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